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1. Introduction.

The following contains a study of the ¢rregularity of stellar
distribution, discussed from the standpoint of the theory of
probabilities. The general character of the galactic phenomenon,
i. e. in what concerns the variation of stellar number with ga-
lactic latitude, may now be regarded as established with suffi-
cient precision through the researches made at Groningen and
other observatories; an invesligation of the deviations from the
smooth curves representing the effect of galactic latitude may
form a second step in studying the structure of our universe.
One of the possible deviations, a supposed regular dependence
upon the galactic longitude, will not be considered here; we
shall confine ourselves only to a discussion of local deviations
and. irregularities.

The irregularity of stellar distribution in the Milky ‘Way,
where star-clouds are contrasted by coal-sacks almost devoid of
stars, is well known; the men who contributed the most to the
knowledge of these irregularities since the time of W. Herschel
were E. E. Barnard and Max Wolf; generally, however, relatively
little attention was paid to the phenomenon. In most cases
only the descriptive method of investigation was applied, the
observer’s ¢mpression from visual observation or from a photo-
graphic plate being the only criterion. Under such circumstances
it is not surprising that the majority of the dark markings of
Barnard’s list ) are near the Milky Way: “Their apparent prefe-
rence for the bright regions of the Milky Way is obviously due
to the fact that they are more readily shown Wlth a bright
background“2). - - |

1) Astrophysical Journal, 49 (1919), pp 14—17.
2) E. E. Barnard, wbwdem p. 12. Of course, a real concentration of dark
nebulae towards the Milky Way seems to exist, though in a much less
degree than shown by the objects of Barnard’s list. .
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Analytical methods of investigation seem to point at an
irregularity of stellar distribution also outside the Milky Way,
an irregularity which cannot be accounted for by accidental devi-
ations; from a discussion of stellar distribution in the B. D. and
in the C.P.D. W. Stratonoff arrived at the discovery of star-
clouds into which appear crowded the brighter stars, represented
by these catalogues?!); the well-known Taurus region of extended
obscuration was recently studied by F. W. Dyson and P. J. Me-
lotte?), and subsequently discussed by A. Pannekoek3). H. H.
Turner has suggested the existence of a “spiral of obscuratlon“
extending over the whole sky*4).

There may be two causes accounting for the observed ir-
regularities, or for the areas devoid of stars: a) real variations of stel-
lar density in space, i. e. real vacancies, holes or clusters of stars;
“were this the only cause, its importance in the study of stellar
distribution would not be very great, since in this case the shape
and dimensions of the schematical universe need not be altered;
b) absorption of light by dark cosmic clouds; this factor is:of
fundamental importance, as the concluded dimensions and star-
density of our universe depend directly upon the assumption as
to the amount of absorption of light in space.

Probably both causes affect the apparent distribution of
stars; absorption of light seems, however, to be by far the more
conspicuous of the two.
| There is a piece of work, undertaken by father J. G. Hagen
at the Vatican Observatory, which does not deal directly with
stellar distribution, but the purpose of which is in near rela-
tionship with our present investigation: this is the “Durchmuste-
rung of the Heavens for Obscure Cosmic Clouds*%); in this
Durchmusterung the density of obscure nebulae as observed in
the field of a 16-inch refractor is estimated in a certain arbitrary
scale; from the description the physical meaning of this scale
is not quite certain, but in some way the estimates must be
related to the integrated light of stars fainter than the limiting

1) Etudes sur la structure de 1'Univers. Publ. de I’Obs. de Tachkent Ne 2, 3.

2) Monthly Notices, 80 (1919), pp. 3—7.

3) The Distance of the Dark Nebulae tn Taurus etc. Amsterdam, 1920.

4) Monthly Notices, 75. 465; 76, 149 (1915).

5) Atti d. Pontificia Accad. Romana, 1922 and 1923; Specola Astronomica
Vaticana X.
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magnitude of the 16-inch refractor; probably only stars of magni-
tude 17 and fainter are affecting the estimates, brighter stars
although invisible in the telescope being too far apart to produce
a continuous background; since all star-counts refer to brighter
stars, the results derived from the former are not directly com-
parable with the results of Hagen’s Durchmusterung. On the
other hand, the interpretation which Hagen gives to his obser-
vations is, maybe, too categorical; he pretends to see directly the
dark clouds, neglecting the two alternatives of explanation men-
tioned above; this accounts, probably, for the circumstance that
Hagen believes the dark nebulae to be crowded around the
galactic poles; the low luminosity of the background of the sky
near the galactic poles, hitherto attributed to a real (perspective)
scarcity of stars in this direction, he apparently ascribes to a
more powerful absorption. The methods of observation and the
conclusions arrived at by father Hagen were criticized by K. Lund-
mark !), and in certain points this criticism may be regarded as
valid. In any case a confirmation of Hagen’s results by some
kind of photometric measures must be awaited before any
conclusions can be drawn.

It may be added that a useful bibliography relating to
star-counts and stellar distribution is given by H. Nort 2).

The star-counts discussed below were made by Miss M. Lukk.

Mr. A. Pohla repeated the .counts for a few of the charts:
Mr. P. Simberg and Mr. R. Livlinder assisted in the preparatlon
of the results for press.

2. Theory and Arrangement» of Star-Counts;

The Paris Carte-du-Ciel Zone at 0 = —-24% a complete copy
of which our observatory possesses, was chosen as a sample
object for discussion; for purposes of absolute stellar counts the
Carte-du-Ciel charts are somewhat inconvenient on account of
their non-homogeneity; but since our chief task will consist in
comparing the density at different points of a very limited area
of the sky, covered by a single chart, in our case the non-homo-
geneity of the series is of no consequence. From the standpoint
of counting the Carte-du-Ciel presents the advantage that the triple

1) Publ. of the Astr, Soc. of the Pacific, No 200 (1922).
2) Recherches Astronomiques de 1’0Obs. D’Utrecht VII (1917).
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exposures facilitate the discrimination between stars and defects
of the plate. : :

Counted were stars on each chart within squares of 1010,
corresponding to 4 squares of the réseaw; the region outside the
réseau was neglected ; when the total number of stars on a chart
approached or surpassed 4000, the chart was divided into 4 quadrants,
each of which was treated independently, and stars were counted
within each square of the réseax. In this way on each chart or
on each quadrant of the rich charts stars were counted in 169
areas. The results of the counts, together with a special expla-
nation, are given in table I at the end of this discussion. No
subdivision accordlng to classes of stellar magnitude was
attempted.: : :

Let N be the total number of stars counted on a chart!),
» — the number of equal areas into which the chart was subdi-

vided (v =169), p= —ql)—, r — the number of stars within one area

(square).,v or the density of stars, @ — the probability, and
n=mn(r) — the average frequency of the density »; we have

- N!
— —_7'_/ (N—-r), pr(l__:p)N—T e e e (1)
and ' '
n=vw . . . (2);

these | formulae furnish the theoretical distribution of the densities,
and may be compared with the observed distribution. With the

aid of formulae (1) and (2) table 1 was computed with » = %:169;
for this purpose the following approximate formula was used:

log n=r log N—logr! +(r—1) log p4+ (N—7) log(l—p)——

—0.217 ’"("; D .

It may be remarked that the densities » are too small to
allow of substituting, instead of (1), a Gaussian. .

If the chart is regarded as a part of an infinite area, having
an average star -density o, whereas the number N on a chart is

1) Not identical with the number given by the Paris authority.
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subject to accidental variation, a somewhat different formula for

v will be obtained :
n=% e=¢ ... (1). As the true density is unknown, we may

assume as its most probable value Q=§. The difference bet-

ween (1) and (1) is, howéver, too small to be of practical value,
and in the following formula (1) was used.
With =0, formulae (1) or (1') become

ﬂ0=(1—p)N7 or
Ty =¢e"9.
The data of table 1 were not used directly, but the n(r)
for each r were plotted with the N as abscissae and smooth

curves drawn; the theoretical values of n(r) given in table I
were read from these curves.

Table 1.
Theoretical frequency n(r) of the density r.
vy = 169.
N

’ 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 | 1200

0 51.5| 285 15.7 8.7 4.8 2.7 1.5 0.8 0.4 0.1

1 61.4| 509| 375! 259 17.2| 111 7.0 4.3 2.7 1.0

2 36.3| 453| 445| 384| 30.6| 230| 166| 11.6 7.9 3.5

3 143| 26.8| 352| 37.9| 363| 31.8| 262| 207| 157 8.3

4 42| 11.8| 20.8| 28.0| 323| 33.0| 31.1| 27.5| 23.2| 147

5 1.0| 4.2 98| 16.6| 229| 274| 295| 29.4| 27.6| 209

6 02| 12 3.8 82| 135| 189| 233| 26.1| 27.3| 248

7 0.03| 0.3 1.3 3.4 68| 11.2| 15.8| 19.9| 23.1| 252

8 | 0004] 0.07 0.4 1.3 3.0 5.8 9.3| 132| 17.0| 224

9 0.0006| 0.01 0.1 0.4 1.2 2.6 4.9 7.8| 11.2| 17.7
10 — 10.002| 0.02 0.1 0.4 1.1 2.3 4.1 6.6| 125
11 — 10.0003| 0.005| 0.03 0.1 0.4 1.0 2.0 3.5 8.0
12 — 15.10—%{0.0009 | 0.007| 0.04 0.1 0.4 0.9 1.7 4.8
13 — — — | 0.002| 001| 0.04 0.1 04 0.8 2.6
14 — — — 10.0004| 0.003| 0.01| 0.05 0.1 0.3 1.3
15 — — — |7.10—°{0.0006| 0.003| 001| 0.C5 0.1 0.6
16 — — — — — — | 0.004| 0.02| 0.05 0.3 .
17 _ — — — — — | 0.001] 0.005| 0.02 0.1
18 — — — — —_ — — | 0.001| 0.005| 0.04
19 — — — — — — — 10.0004| 0.002| 0.02
20 — — — — — — — — — | 0.006
21 — — — — — — — — — | 0.002
22 — — — — — — — — — 10.0006
Sum | 168.9] 169.1| 169.1 | 168.9 | 169.2 | 169.2 | 169.1 | 168.9 | 169.2 | 168.9
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‘Table 1. Continued.
. N
1400 | 1600 | 1800 | 2000 | 2400 | 2800 | 3200 | 3600 | 4000
0 0.04 | 0.01 | 0.004 | 0.001 [0.0001 | 10— | — | —
1 0.4 0.1 | 0.04| 001 | 0.002 00002 | 210~ | — —
2 1.4 0.6 02| 008 001/ 0001 | 00002 |210— | —
3 4.0 1.8 0.8 03| 005 ]| 0.008 | 0.001 | 0.0001 | 2.10—*
4 8.3 43| 21 1.0 0.2 | 0.03 | 0.005 | 0.0008 | 0.0001
5 13.9 8.3 4.5 2.3 0.5 0.1 | 002 0.003 | 0.0005
6 19.2 | 13.1 8.1 4.6 1.3 03! 006! 001 0.002
7 228 | 17.7 | 124 7.9 2.6 0.7 02| 0.04| 0.007
8 23.6 | 209 | 165 | 117 4.7 1.5 0.4 0.1 0.02
9 217 | 220| 195 | 154 | - 74 2.8 0.9 02| 0.06
10 180 | 209 | 209 | 182 105 4.6 1.6 0.5 0.1
11 135 | 180 | 201 | 196 | 136 | . 7.0 2.8 1.0 0.3
12 93| 142 | 180 | 194 | 162 9.6 4.5 1.7 0.6
13 59| 103 | 147 | 176 | 181 | 123 65| 28 1.0
14 3.5 70| 111 | 149 | 180 | 145 8.8- 4.3 1.8
15 1.9 4.4 791 118! 171! 161 11.2 6.1 2.8
16 1.0 2.6 5.2 86 | 151 | 167 | 132 8.1 4.1
17 0.5 1.4 3.3 6.0 | 126 | 163 | 148 | 102 5.7
18 0.2 0.8 1.9 4.0 9.9 | 149 | 155 | 121 7.5
19 0.1 0.4 1.1 2.5 74| 130| 154 | 136 9.4
20 0.04 0.2 0.6 1.4 52| 108 | 146 | 145 | 111
21 0.02 | 0.08 0.3 0.8 3.5 85, 13.2| 147 | 126
22 | 0.006 | 0.03 0.1 0.4 2.3 64| 11.3| 142 | 135
23 | 0.002 | 0.01 | 0.06 0.2 1.4 4.6 93| 132 | 139
24 10.0007 | 0.005 | 0.03 0.1 0.8 3.2 74 117 13.7
25 — | 0002 | 0.01] 005 0.5 2.1 5.6 9.9 | 13.0
26 — — | 0.005 | 0.02 0.2 1.3 4.0 8.1 11.8
27 — — | 0002 | 0.1 0.1 0.8 2.8 6.4 | 104
28 — — 10.0007 | 0.004 | 0.07| . 05 1.9 4.9 8.8
29 — — — | 0002 | 0.03 0.3 1.2 3.6 7.1
30 — — — 10.0007 | 0.02 0.2 0.8 2.5 5.6
31 — — — — | 0.007 | 0.08 0.5 1.7 4.3
32 — — — — | 0003 | 0.04 0.3 1.2 3.2
33 — — — — — 0.02 0.2 0.7 2.3
34 — — — — — 0.01 [ 0.09 0.5 1.6
35 — — — — — | 0005 0.05 0.3 1.1
36 — — — — — — — 0.2 0.7
37 — — — — — — — 0.1 0.4
. 38 — — — — — — — 0.05 0.3
Sum | 169.3 | 169.1 | 169.4 | 168.9 | 169.4 | 169.3 | 169.1 | 169.2 | 168.8

It is easy to show that almost all factors systematically influ-
encing the observed stellar distribution, as absorption, clustering,
non-uniform sensitiveness of the plate, etc, will result in producing
a positive excess, i. e. the observed frequency of small or great
densities will be greater than the theoretical frequency, whereas
the effect of each
of the factors mentioned above may be represented as a super-

intermediate densities will be less frequent:
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position of two or more curves (error-curves) like those given
in table 1. In fact only about 4 of the charts examined showed
no sensible positive excess; about 20°/, had a positive excess of
such a size that the chances for accidental configuration pro-
ducing it were less than 1:100 000. , ,

The following examples may serve as an illustration, how
deviations from the law of chance will influence the d1str1but1r)n
of densities.

a. Effect of the distance from the centre. It is well known
that the limiting magnitude of a photograph, and, therefore the
stellar density :

varies with the —6—5—4—3-2—-1 0 1 2 3 4 5 6
. ‘ . —]-oc
distance from —6lq|p|n |m| |k |g ‘
the centre of s\ | | | |1 1T I
the plate. To Y T e e e
investigate this ———|—— | ———]—]
phenomenon, g O . I A O
the sum of the —2J | [ | | | el | | | | | |
numbersof stars —1 b
counted in each -~ of | | | | |” || | | | |” [
of the squares 1 T
a, b, ¢, ... q — ==
v,...q (ig. 1) ? | —|— | —|— c, —|— = —]—
was taken; fig. o 1 T O 8 A O A
1 represents the ol I O L R T R I
scheme of a 5 f

chart, the el | | | | g |v w e
squares equal- 49
ling 10" X 10'; : Fig. 1.

the squares b

and &, ¢ and ¢ etc are located symmetrically, so that by taking
the sum b4, ¢} ¢ etc an effect of unsymmetry of the field
is eliminated. Table 2 represents the effect of the distance from
the - centre. The 12 richest charts which were divided into 4
quadrants were not used in deriving this table. The first column
of the table gives the square according to the denotation of
fig. 1; square a has been doubled, to make. the number
comparable with the pairs of other squares; the next column
contains the distance from the centre in minutes of arc; the 3¢
column gives the total number of stars counted on the 168 charts
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Table 2. within the corre-
= spondin
Rel Mean Rel. Lim. P . thg th
Square | Distance | Number | , - | Number Magn. squares; the 4
. (density) columngivesthe
023 area on the chart
ata 0.0 1820 1 0.856 | —O. .
b1r | 100 | 1770 8| 0833 | —o26  havingthesame
c4-¢ 20.0 1917 12 0.902 | — 8(1):2 effective dis-
d-+-d’ 30.0 2190 20 1.031 | + 0.
ote’ 40.0 2338 °8 | 1100 | 4013  tance as the
f+f 50.0 2489 - 28 1.171 | 40.23 corresponding
9+9° 60.0 2160 ' .
Tk 60.8 2058 10 | Lo9s1 | —o0s  square, the unit
- 63.2 2037 of area equalling
m~+m’ 67.1 1965 , . .
ntn | 721 1871 28 | {0873 | —o0.i9  100sq.minutes;
p+p’ 78.1 1728 the 5% column
q+q’ 84.8 1463 4| 0688 | —052 gives the rela-
Sum — — 169 — _ tive density ex-
Mean — 2125 — 1.000 0.00 pressed in units

of the average
density of the chart; the last column represents the deviation
of the limiting magnitude from the effective limiting magnitude
of the whole chart, the latter being near 14.5 in the Harvard
scale; the data of the last column were derived with the aid of
table IV of G. P. 2%.

The distribution of density, given in the 5% column of table
2, may be substituted, with an approximation sufficient for our
purposes, by the following schematized distribution :

4 of the area with a mean density 0.865;
1 , , 1.000;
1 ” ” 1.100;
1 , ., 1.167.

Assuming these figures, and using table 1, we can calcu-
late the effect of the non-uniformity of the plate upon the
distribution of densities: it is sufficient to superpose the curves
n (r) corresponding to values of N proportional to the mean den-
sity, the component curves being multiplied by their relative
areas. In this way for 8 selected values of N (total number per
chart) the computation was executed. |
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1) N=300.
Component curves: N= 260; 300; 330; 330
area= 1; 4; &; &
r= 0 1 2 3 4 5 6 7
resulting distribution - 28.7 509 444 268 120 4.3 1.3 0.3
theoretical distrib. 28.5 509 453 26.8 118 4.2 1.2 03
Difference + 0.2 00 —0.9 0.0 +02 +0.1 401 0.0
2) N =1000. .
r= - 0 - 1 2 3 4 5} 6 7 8

resulting distrib. 05 31 85 163 231 270 262 223 163
theor. distrib. 0.4 2.7 7.9 157 232 276 273 231 17.0

difference +0.1 404 406 406 —0.1 —0.6 —1.1 —08 —0.7

N = 1000. Conﬁinued.

T = 9 10 11 12 13
~resulting distrib. 11.2 6.9 3.8 2.0 1.0

. dede

theor. distrib. 112 6.6 3.5 1.7 0.8

difference 0.0 403 403 +403 -40.2
3) N = 3200.
r= 10 13 16 20 23 26 28
resulting distrib. 2.3 73 12.7 13.1 8.9 4.5 2.6
theor. distrib. 1.6 6.5 13.2 146 9.3 4.0 1.9

difference +o0.7 408 —05 —15 —04 405 0.7

- From the above figures it may be inferred that the non-
uniformity of the photographs produces a very slight, almost
negligible deviation from the theoretical chance distribution.

b) Errors of observation (counting).

In counting stars in a region of the sky, on a photograph
or a photographically reproduced chart, the brighter stars, up to
a certain limit, are recorded completely, whereas of the faintest
objects only a fraction can be recorded. The total number, r,

counted within a limited region, may be represented as the sum
of two numbers,
: r=r, + o

r, being the number of objects which can be recorded comple-
tely, r, — the number recorded among the uncompletely observed
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group (the latter is always greater than r,); for a given region
r, is constant, whereas », is subject to accidental variation. The
probable error of the total number r is thus given by the well-
known formula \
p. €. (r)—-I-O 674 V r,.
Let us put r,==%r; we have |
p.e.(r)==40674V kr . .. (4).

The factor % represents the fraction of » subject to acci-
dental variation; as in some way this quantity must be related
to the number of faint-stars, some dependence upon the galactic
latitude appeared probable whlch dependence was, however, neg-
lected.

The counts were made at daylight; charts denoted by uneven
numbers were counted in June-Auagust, those with even numbers
— in October-November, 1928 ; the character of iHumination was
doubtlessly different for these two series of counts, but no per-
ceptible difference was revealed by the result; the mean effec-
tive limiting magnitude, in ‘the scale of G. P. 2%, table IV, de-
termined as will be explained below, came out as

14.55 1+ 0.03 for the uneven charts, and
14.53 + 0.08 for the even charts.

The agreement of the counted number with the number
given by the Paris authority was generally good ; the total number
counted here was 254 607, the sum of the numbers printed at
the head of each chart — 261797 ; this gives a ratio of count:
Paris =0.973. However, after rejecting 12 charts mentioned in
table 8, where the Paris number appears somewhat doubtful, the
numbers become 247 108 and 247 293 respectlve]y, giving a ratio

0.999.
An abnormal discrepancy presented 12 charts, particulars

of which are given in the following table.

: Table 3.
Charts for fwhzch the counted number differed considerably from the

. Paris number.
Ne 6 13 27 65 66 81 88 99 129 131 132 134} All
N Paris | 1291 905 1604 1504 1705 1155 1558 358 1038 1074 1189 1123|14504
Count 554 651 ‘873 818 862 509 461 214 677 658 635 587 7499

1:)’;’ c"gsgf 13.79 14.76 14.51 14.52 14.58 15.14 14.65 13.64 13.93 14.23 13.85 13.90| 14.27

Remark | — + 4+ + + 4+ + — — + — —
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~In the line of remarks “-“ means that the copy apparently
approaches the normal conditions, as judged from the limiting
magnitude attained in the count, and “-—¢ means that the
limiting magnitude of the count. is cons1derably below the
average.

The source of the discrepancy may be sought in the process
of pnntmg, through which some delicate details of the plate
may have been lost. From the following considerations this
explanation appears, however, not convincing. For the 12 excep-
tional charts the average limiting magnitude of the count equals
14.27 +0.10, the limiting magnitude corresponding with the Paris
number is 15.19, whereas the average of all 180 charts is 14.54;
thus the numbers counted on the charts answer much better the
average conditions than the Paris numbers. If anything is ex-
ceptional with these 12 charts, it is the Paris numbers which
present the exception, whereas our counts are in all appearences
all right.

To investigate the personal errors of countmg, 12 selected
charts were counted independently by Mr. A. Pohla in December,
1923. Tables 4—6 contain a summary of the comparison of the
counts made by Miss Lukk and Mr. Pohla. '

Table 4,

Chart 19| 22| 27yl 20| 522 81yl 88y 97| 108| 1321 142] 168
L. 1734| 764| 873 | 2135|4043 | 509 | 461 | 231 | 389 | 635 | 3426 | 1235
N} P 1574| 671| 791 |2219 (3688 | 433 | 421 | 194 | 334 | 544 | 2994 | 1056
Paris |1685| 779|(1604)| 2340 | 3670 |(1155)|(1558)| 241 | 356 |(1189) 2880 | 1381
P.: L. 0.91/ 0.88| 0.91 |(1.05)| 0.91 | 0.85| 0.91|0.84|0.86| 0.86| 0.88| 0.85

From table 4 it follows that P. counted on the average a
smaller number of stars than L.; there is only one exception
— chart 29. The average ratio P: L results as 0.89; without
the peculiar charts 29 and 52, the ratio becomes (.88.

In tables 5 and 6 4, is the mean value of 4; 1—A4,:» equals
the ratio P:L for the particular value of »; there is no syste-
matic change with » in this ratio. The factor £ represents the
coefficient of formula (4), computed from formulae (5).

1) Vide table 3.
2) Counted by quadrants and by squares 5 X 5’.
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Table 6.
Distribution of differences A= P.—L.
Chart 52.
r = number counted by L. within a square 5" X5’
o1 | 2 3 | 4 5 6 | 7 8 9 | 10 [11]1213[14]15
a4 Frequency of 4 |
—5 — -] =] =] = 0 0 0 0 0 0| 00| 0] 1[0
—4 — = - = 0 0 1 0 0 0 ol 10/1]0/0
—3 - - = 0 0 1 1 1 3 4 ol 0/2/0]/0|0
—2 — — 0 2 3 8 10 8 8 5 6 3/1/3[0]|0
—1 —| 0 11} 271 34 30 33 21 26 16 8l 6/1|2(1]0
0 2| 11| 26| 45 45 57| 48 36| 26/ 21| 11| 4/ 4| 2| 2|1
+1 o 0 2 1 8 5 4 6 6 4 2 111[/0[0]0
42 0 0 0 0 0 3 0 0 1 0 ol 000/0/0]0
SSum) | 2] 11] 39 75| 90 104/ 97 2] 70| 50 27/15] 9] 8| 4|1
A, 0.0 0.00|—0.23|—0.40|—0.36|—0.36| —0.58| —0.47| —0.61|—0.68|—0.67| — 7111
k .ed ...| 0.08] 0.01/ 002/ 0.03] 0.03 001/ 0.02| 0.02 0.00 0.04
1—Ay:r |...| 1.0] 0.89] 0.87] 091 0.93] 0.90| 093] 0.92| 0.92| 0.93 0.91

- .
k= 1]2(4=40_12,|... for table 5, and
2r B S—l J (5).
1 [2(4—A4,)? 1 ’
k=§7 —(—S—_—IO—)—O-W r|... for table 6 Jl

L ) J

the denotations are those of the preceding tables.

These formulae were derived on the assumption that the
accidental errors of counting were equal for both observers; the
systematic difference of the observers introduces an accidental
error with a mean square deviation equal to

+V(@—P:L)r;

taking into account formula (4), the ¢ofal mean square deviation
of the difference P.—L. becomes ‘

2= = v a—ro

substituting for P:L the values 0.88 (table 5) or 0.91 (table 6),
formulae (5) can be obtained. '
The quantity % represents the fraction of stellar number
which is subject to accidental variation during the count made
by one observer; in table 5 the values may be divided into two

groups:
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for »<11, mean % = 0.04:
e r>11, , k=0.08."

In table 6 the mean value of % is 0.02.
“The increase of ¥ with the density » in table 5 cannot be
“regarded as real, since in table 6, where the density is the
- greatest, a very small value of % resulted. The difference is
probably due to the non-homogeneity of the material in table 5,
different charts presentlng different degrees of difficulty in
counting.

~ Theé error-dispersion of the count, being added to the true-
dispersion of the chart, increases the observed dispersion of
densities, producing thus also a positive excess, which is, however,
very small, as may be inferred from the foliowing figures; the
probable error of an observed value of r was assumed equal to

+0.674)/0.04r for <11, and
+0.6741/0.08 r for »> 11.

1) N=300. A

r = 0 1 2 3 4 5 6 7
true distrib. 28.,5  50.9 453 268 .11.8 42 1.2 0.3
observ. distr. 28.8 51.8 44.8 25.0 1283 45 1.4 0.4

difference 403 409 —0.5 —1.8 0.5 0.3 0.2 0.1

2) N=1000. |
L r= 0 1 2 8 4 5 6 7
true distrib. 0.4 2.7 7.9 157 232 27.6 27.3 23.1
observ. distr. 0.4 3.0 83 163 229 27.1 26.7 22.6

difference 0.0 0.3 —[—04 406 —0.3 —0.5 —0.6 —0.5

N=1000. Continued. , _ . |

r == 8 9 10 11 12 13 14 15
true distrib. :17.0 . 11.2 6.6 3.6 1.7 0.8 0.3 0.1
observ. distr. 16.7 113 69 38 16 09 04 0.2

difference = —0.83 4-0.1 40.3 40.3.—0.1" +0.1 —0.1 0.1

.¢) Double or multiple stellar groups. Only groups are here
considered which cannot be perceived individually as distinct
clusters, but which affect statistically the distribution. . For the
sake of simplicity we shall confine our attention to double:groups
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only, as there is no radical difference in the effect produced by
multiple or double groups. The deviation from the chance
distribution in this case has its origin in the circamstance that
some of the stars which enter into the count as independent indi-
viduals, are not such but are forced to make agree their position
with the position of other stars physically connected with them.

The double stars which may influence the stellar distribution
in our counts are more like known wide pairs with common
proper motion, as Muzar-Alcor, than double stars in the proper
sense. Assuming the average magnitude of the stars in our
counts to be 18.0 vis., and estimating the average absolute magni-
tude at —2.0 (w=1") which corresponds to spectral type F, the
average parallax becomes 0”.001. The inferior limit of distance,
above which stars were counted as separate individuals, may be
assumed = 10", which corresponds to a projected distance of
10000 astronomical units. The upper limit of distance for a phy-
sically connected pair hardly exceeds 200000 astron. units=1
parsec or about 3" on the chart; according to a statistical in-
vestigation of double stars by the writer!), the number of such
distant companions may be roughly estimated ; with some extra-
polation of the distance-distribution the following data were found.

Number of companions per 1000 single, double, or multiple
systems within the limits of projected distance from 10000 to 200 000
astr. units:

Amyis. 0.0—0.9 1.0—1.9 2.0—2.9 3.0—3.9 4.0—4.9 5.0—5.9 6.0—6.9
number 16 22 24 29 27 21 52

The difference of magnitude is here denoted by A4m.

The effective frequency of companions which could be included
in our counts may be computed in the following way, taking
14.5 as the limiting magnitude (photographic).

relative effective number of

magn. number Olfinza]i; co;gil.)alnoiggs
13.5—14.5 8 0.5 8
12.5—13.5 4 1.5 27
11.5--12.5 1.6 2.5 50
<11.5 0.5 3.5 77
Weighted mean . . . 21

1) T.P.256 (1924).
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The weighted mean is 21 per 1000 systems or per 1021
counted objects. We may assume that 0.02 of the counted stars
are companions of double systems, the components of the latter
representing thus 0.04 of the counted number. This value is
hardly in error by more than 50°/,, and may be somewhat over-
estimated.

Let the number of components of double systems, divided
by N, the total counted number, be 3; the number of independent
systems, which are thought to be distributed according to the
law of chance, is

N =NQ1—4%p).

The distribution of the systems is obtained by entering
table 1 with the argument N’; to obtain the distribution of
counted stars, all values of » are to be multiplied by the factor

1

1—3% 8
as r must remain an integer, instead of multiplying by y, the
frequency n(r) must be changed so as to produce the same ef-
fect as the increase of » in the ratio y; this may be obtained
by assuming that a certain fraction of the frequency =(r) repre-
sents the frequency of » -+ 1 and, if needed, also of r{-2 etc. The
smallness of B allows to substitute the rigorous solution by a
more simple process.

With #=0.04 the computation was made for the following
two particular cases.

.
?

7/:

1) N=300.

y = 0 1 2 3 4 5 6 7 8
result. distr. 29.9 50.5 44.0 26.3 12.0 45 1.4 0.4 0.1
chance distr. 285 50.9 453 26.8 11.8 42 12 0.3 0.1

difference +1.4 —0.4 —1.8 —0.5 +0.2 +0.3 +0.2 +0.1 0.0

2) N= 1100.

r = 0 1 2 3 4 5 6 7
result. distr. 0.2 1.8 5.5 11.9 188 24.83 26.2 24.4
chance distr. 0.2 1.6 5.2 11.7 18.8 24.6 26.6 24.7

difference 0.0 +02 —+03 —02 00 —03 —0.4 —0.3
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N =1100. Continued.

r = 8 9 10 11 12 13 14 15 16
result. distr. 20.1 14.7 9.6 5.8 32 1.4 08 04 0.2
chance distr. 20.2 14.7 9.5 5.6 3.1 1.4 0.8 04 0.2

difference —0.1 0.0 —+0.1 -4-0.2 —40.1 0.0 0.0 0.0 0.0

The deviation from the chance distribution is in both cases
negligible.

d) Obscured regions and clusters of stars.

The real phenomenon must be very complicated; we shall
consider here some simplest schematical cases, consisting in a
superposition of two distributions with different areas and dif-
ferent mean density. In the following s denotes the relative
area, N — the mean density per chart.

1) Small obscured region on an average background.
s;=0.1, N;=200; s,=0.9, N, =1200. Mean N =1100.

r = 0 1 2 3 4 5 6 7
result. distr. 5.2 7.0 6.8 8.9 13.6 18.9 22,5 22.7
chance distr. 0.2 1.6 52 11.7 18.8 24.6 26.6 24.7
difference ~+5.0 +54 41.6 —2.8 —5.2 —5.7 —4.1 —2.0

Y= 8 9 10 11 12 13 14

result. distr. 20.2 15.9 11.8 7.2 4.3 2.3 1.2
chance distr. 20.2 14.7 9.5 5.6 3.1 1.4 0.8

difference 00 —+412 +418 416 412 409 -404

2) Small cluster of moderate density on an average back-
ground.

8, =0.1, N; =2000; s,=0.9, N,=1000. Mean N=1100.
r= 0 1 2 3 4 5 6 7 8

result. distr. 04 24 7.1 14.1 21.0 25.0 25.2 21.6 16.5
chance distr. 0.2 1.6 5.2 11.7 18.8 24.6 26.6 24.7 20.2

difference 0.2 +0.8 +1.9 +2.4 +2.2 404 —1.4 —38.1 —38.7
A
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2) Continued.

L or= 9 110 11 12 13 14 15 16 17 >18
result. distr. 116 7.7 51 34 25 1.8 1.3 09 0.6 0.7
chance distr. 14.7 95 56 8.1 14 0.8 04 0.2 0.0 0.0

difference = —3.1 —1.8 —0.5 +0.3 +1.1 +1.0 +0.9 +0.7 +0.6 +0.7

8) Equal areas with considerable difference of density.
s, =0.5, N;=400; s,=0.5, N,=1600. Mean N = 1000.
r = 0 1 2 3 4 5 6 7 8
result. distr. 7.8 18.8 22.6 18.5 12.6 9.0 8.4 9.5 10.6
chance distr. 0.4 2.7 7.9 15.7 23.2 27.6 27.3 23.1 17.0

difference = +7.4 +16.1 +14.7 +2.8 —10.6 —18.6 —18.9 —13.6 —6.4

r= 9 10 - 11 12 13 14 15 16 >17
result. distr. 11.0 104 9.0 7.1 52 35 2.2 1.3 1.4
chance distr. 11.2 6.6 3.5 1.7 08 03 01 00 0.0

difference —0.2 +8.8 +5.5 5.4 +4.4 +3.2 +2.1 +1.3 1.4

~ 4) Equal areas with small difference 0f density.
s, =0.5, N; =2800; s,=0.5, N;=1200. Mean N = 1000.

r= 0 1 2. 3 4 5 6 7 8
result. distr. 0.8 4.0 10.0 17.2 229 252 24.0 20.5 15.8
chance distr. 0.4 2.7 7.9 157 23.2 27.6 27.3 23.1 17.0

difference = +0.4 4+1.8 42.1 4+1.5 —0.8 —2.4 —8.8 —2.6 —1.2

, r = 9 10 11 12 13 14 15 16
result. distr. 11.3 7.4 4.5 2.6 1.8 0.7 0.3 0.1
chance distr. 11.2 6.6 3.5 1.7 0.8 0.3 0.1 0.0

difference -+o0.1 +40.8 —+41.0 +0.9 40.5 0.4 4-0.2 —-0.1

" e) Irreqular variation of the sensitiveness of the plate and non-
homogeneity of the process of engraving ; the effect must be similar
to the effect produced by source d), but must be very small;
no data. are available from which the average size of the effect
can be even roughly calculated; from what we know of the
precision attained in photographic photometry we may estimate
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the maximum deviation of the limiting magnitude of a square
of the chart at, say, =+ 0.2— + 0.3 stellar magnitudes relative
to the mean limiting magnitude of the whole chart; comparing
this with the data of table 2, we conclude that the influence
upon the apparent distribution must be less than the change
produced by source a) (effect of the distance from the centre).
The effect of source e¢) may thus be safely neglected.

) Effect of varying galactic latitude; it may be easﬂy shown
that the influence upon the density-distribution, produced by
the regular change of stellar number with galactic latitude, is
-entirely imperceptible for a small area like the area covered by
the Carte-du-Ciel charts.

®©

We shall now introduce a quantity w, which may be called
the weight of the positive excess of an observed curve; if P
-denotes the probability that a positive excess equal or greater
than the observed excess will occur by chance, the Welght W111
be defined by :

1
W=5...(6).

In table I for each chart showing a distribution with a
positive excess weights were computed, separately for the ascend-
ing and descending branches of the curve (w; and w, respecti-
vely); the weights range from a few units to 10'*; it may be
remarked that the method of computation used gave minimum
values for the weights, so that in many cases the true weights
are several times greater than those given in table I. As only
the order of magnitude of the weight was needed, a rough
method of computation could be applied; the method is brieﬂy
-described below.

Let us take a certain part of the distribution of densmes
.comprised between r =1, and r =, for which positive deviations
may be expected; this may be the ascending or the descending
branch of the curve; let n, be the observed, n. — the computed
-(chance) frequency of the density »; in a chance distribution
the values =, are spread around the mean value, n., with a
dispersion equal to V' n.; for small n, the distribution is asym-
metrical, and if only positive deviations are considered, the dis-
persion may be assumed equal to V'n.+14, the approximation
being fair even for as small values of n. as 0.01; instead of
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the dispersion, the unit of the Gaussian, ¢, may be computed :

c=V2n.+4%...(0)"H.
We may put
no_nc

. - - - (8).
The probability of a positive deviation equal or greater than
no, — m. is given by
p=1—06(x) ... (9), where

xXr =

O(x) = ——1:

%

—x2
e “dx;

Q
s

— 00

the weight is given by

wel
TR (;0).

Let between », and r. be ¢ positive and 4—+¢ negative devia-
tions, and let wa, wg, . . . be the weights of the positive devi-
ations; the total weight of the group is given by

t(k—7)!
=(—k/l wa.wﬂ « o (11).

‘Tables 7 and 8 facilitate the computation of the weights.
In computing the weights of the two branches, the ascending
branch was assumed to end at r,—1 for N¥<C600, at »,—2 for
N from 600 to 1100 etc, », being the most frequent density in
a chance distribution; likewise the descending branch was as-
sumed to begin at »,-} 2, »,+ 8, etc respectively. From the above
given examples it appears that within the limits of the ascend-
ing or descending branches thus defined negative devia-
tions may occur as a rule; therefore the weights computed are
minimum values, as mentioned above.

Table 7.
¢ = effective unit of Gaussian for positive deviations (7o —ne>0)
Ne 0.0001 {0.001{0.01{0.1 |0.2]{0.4|0.7|1.0|1.5 2.0 3.0/4.0(5.0| 6.0 | 7.0
c 0.38 0.46 (0.60[1.00{1.3(1.6(1.9|2.2/24(2.6|29(33|3.7| 4.0 | 4.2
Ne 8 9 10|12 | 14| 16| 18| 20| 24| 28| 32| 36| 40| 50 | 60
c 45 47 | 50| 54 |58/62)65|68{7.4(8.0{85(9.0/94/10.5|11.5

1) Approximate formula, used only for n.> 4.
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’w::—l_
1—0(x)
x |01/02]03/04]05/0607[08[09]1.0/1.1] 12 13| 1.4/ 15
w| 2|25 3|35 4| 5| 6| 8|10 12| 17| 22| 30| 40| 60
o | 16]1.7] 18] 1.9] 20| 21| 22| 23] 24| 25| 26| 27| 28| 29| 3.0
w | 801|120 180|300 | 400 | 600 [1000|1800[3000|5000/8000|14000|24000|40000|8000C
e|l !5 l6| 7] 8l ololulizl13]1a] 15] 16
w | 108 | 1012 1017]5 10| 1029]5.10m | 104] 1054] 1084| 107| 1087| 10100 | 10115

The different factors affecting the observed distribution of
densities may be subdivided into two groups: 1) real differences
of density, which were considered under the heading d); 2) va-
rious sources of error, to which belong all other cases discussed
above, including ¢) also. Among the sources of error only factors
a), b) and ¢) are of importance, the effect of ¢) and f) being
negligible. It is interesting to calculate the combined effect of
the three principal sources of error:; the result for two .values
of N (total number of stars counted) is given below.

1) N = 300.

r= 0 1 2 3 4 5 6 7 8
result. distr. 3804 51.4 42.6 245 127 49 1.7 0.5 0.1
chance distr. 285 50.9 45.3 26.8 11.8 42 1.2 0.3 0.1

difference 1.9 4-0.5 —2.7 —2.3 4-0.9 0.7 0.5 4-0.2 0.0

’w1= 5; Log wl =O.7
we =32; Log wy=1.5.

2) N = 1000. |

r= 0 12 3 4 5 6 7
result. distr. 05 36 92 17.1 228 26.2 252 215
chance distr. 04 27 7.9 157 232 276 273 23.1

difference ~ +0.1 409 +1.3 +1.4 —0.4 —1.4 —2.1 —1.6

N= 1000. Continued.

r= 8 9 10 11 12 13 14 15
result. distr. 159 11.8 7.3 4.3 2.0 1.1 0.5 0.2

chance distr. 17.0 11.2 6.6 3.5 1.7 0.8 0.3 0.1
difference —1.1 +40.1 +40.7 40.8 40.3 -+40.83 0.2 -}0.1
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w, = 45; Log w;=1.65

wy =128; Log wy—2.1. & =1000)

) The weights were computed in each case according to the
method described above. It may be inferred that w,, the weight
of the descending branch, is more sensitive for the combined
influence of observational errors than w,. Were the assumed
size of the error-effect correct, and were there no obscuration
or clustering of stars, it should be expected that one-half of the
charts would show a weight less than w, and one-half — greater
than w, w denoting the theoretical weight of the combined
error-effect. Real differences of density must increase the pro-
portion of great w on the expense of the small ones. From the
above calculations we may assume:

fo